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LLMs

trained on vast amounts of data

Introduction to LLMs

Translate the 
following e-mail 

into German.

to solve tasks via prompting



Solve Tasks via Prompting

Image from https://the-prompt-engineer.beehiiv.com/p/3-fewshot-prompting

Zero Shot Prompting
= provide only the instructions

Few Shot Prompting
= give input & output examples

Chain-of-Thought Prompting 
& Reasoning
= LLM generates reasoning chain 
before answering

https://the-prompt-engineer.beehiiv.com/p/3-fewshot-prompting


LLMs - Providers & Models
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LLMs

 Translate e-mails

Polish paper 
abstracts

Write code to 
process data

Tables & Databases Images & 
Videos

Code

Text

  Describe images

LLMs - Beyond text



LLMs & Structured data

CSV
Python

LLMs



LLMs for Data Engineering



Applications Need Clean Data



Real-World Data Is Messy



Even Tables Have Problems

Illustration adapted from https://medium.com/@analystsam007/prediction-model-1bc5ea113231. 

https://medium.com/@analystsam007/prediction-model-1bc5ea113231


Data Engineering Bridges This Gap



Data Engineering Means Python Code

programming skills?



Data Engineering Means ML Models

training data?



New Task or Data: Start Over



Data Engineering Has High Overheads



LLMs Can Automate Many Tasks

Narayan et al. (2022) Can Foundation Models Wrangle Your Data?



Seminal Work: Narayan et al. (2022)



LLMs for Data Engineering:
What works?



Overview over Data Engineering Tasks

● Semantic Column Type Annotation

● Data Imputation

● Error Detection

● Table Question Answering

● Text-to-SQL

● Data Transformation



Suggesting column types

Column Type Annotation
= annotating table columns with semantic types from an ontology

title author year ?
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Predict the column types of the following tables. Provide just the 
column types as a JSON list without any introduction or explanation.
Column types are: [“account type”, “clearing date”, …]

user:

STAS
MANDT,STLTY,STLNR,STLAL,STLKN,STASZ,DATUV,TECHV,AENNR,...
1,F,47294573,0,8,21,20210304,,394729478,,20210301,...
1,F,93618467,0,9,14,20170121,,141834612,,20170120,...
1,F,34188479,0,21,34,20191123,,560289473,,20191119,...

user:

assist:

user:

["client", "bom category", "bill of material", ...]

BSEG
MANDT,BUKRS,BELNR,GJAHR,BUZEI,BUZID,AUGDT,AUGCP,AUGBL,...
1,D054,5930568205,2013,5,H,20140503,20140501,9836283674,...
1,D054,5829473293,2021,7,H,20221123,20221119,3485949047,...
1,D037,3168347239,2012,43,L,20120913,20120831,7554950694,...

Instruction

One-shot Example

Table to annotate

LLM Prompt for Column Type Annotation

Column Type Annotation - with examples



Data Imputation & Error Detection

Filling missing values and detecting, if a cell contains an error

Table from Can Foundation Models Wrangle Your Data? Narayan et al. VLDB 2022

Data Imputation:
Row_ID: 001,
Country: England, 
Capital: ?

Error Detection:
Is there an error in 
Country?

Row_ID: 004,
Country: USA, 
City: Kyoto

“London” yes / no

https://www.vldb.org/pvldb/vol16/p738-narayan.pdf


Table Question Answering

Answering questions over tabular data

Image from TAPAS: Weakly Supervised Table Parsing via Pre-training. Herzig et al. ACL 2020

https://aclanthology.org/2020.acl-main.398.pdf


Text-to-SQL

Transforming natural language questions to SQL Queries

Image from https://www.numbersstation.ai/text-to-sql-that-isnt/

https://www.numbersstation.ai/text-to-sql-that-isnt/


Wrangling data using Code Generation

Figure 4 from Towards Efficient Data Wrangling with LLMs using Code Generation. Li and Döhmen. DEEM@SIGMOD 2024

Input examples

Generated code:

https://dl.acm.org/doi/10.1145/3650203.3663334


Prompt engineering: Best practices
You are an expert Python user. I will give you a string transformation task. The task involves converting input strings to output strings.

Assuming all of the following python packages are installed: ["regex", "fractions", "math", "pyproj", "BeautifulSoup", "geopy", "ummalqura", "mgrs", "pytz", 
"datetime", "calendar", "roman"], you can **import** them and please put all imports in the beginning of the generated python program. You can also 
import other packages if the listed ones are not working, but try using listed packages first.

Please try to understand the intentions of the input-output examples while generating the function.

Please return only the python function and nothing else. Include any imports. Do not provide any comments.

Here is a very simple example:

Input: "john.doe@example.com"
Output: "Yes"

Input: "jane_doe@example.com"
Output: "Yes"

Input: "example.com"
Output: "No"

Generated function string:

```pythonimport re\ndef string_transformation(input_string):\n\tpattern = r'^[\w\.-]+@[\w\.-]+\.\w+$'\n\tif re.match(pattern, input_string):\n\t\treturn 
"Yes"\n\telse: return\n\t\t"No"```\n

Now it's your turn. After generating the function string, please add escape symbol tab '\t' to format the code properly with indents like shown in the 
example.

Promt from Towards Efficient Data Wrangling with LLMs using Code Generation. Li and Döhmen. DEEM@SIGMOD 2024
   https://github.com/effyli/efficient_llm_data_wrangling/blob/main/fast_ai_wrangler/promptsTemplate.py

Role prompting

Specify instructions & constraints

Describe desired output in detail

Give examples

https://dl.acm.org/doi/10.1145/3650203.3663334
https://github.com/effyli/efficient_llm_data_wrangling/blob/main/fast_ai_wrangler/promptsTemplate.py


Linearization Techniques

Inputting tables into LLMs:

CSV:JSON:

Markdown:

Text:
Compound Name is Water. Molecular Weight is 18.015 g/mol. Boiling Point is 100 °C. Melting Point is 0 °C.
Compound Name is Ethanol. Molecular Weight is 46.07 g/mol. Boiling Point is 78.37 °C. Melting Point is -114.1 °C.
Compound Name is Benzene. Molecular Weight is 78.11 g/mol. Boiling Point is 80.1 °C. Melting Point is 5.5 °C.



LLMs specifically for Tables

● Table-GPT 
[Li et al., 2024]

● TableGPT 
[Zha et al., 2023]

● TableLlama 
[Zhang et al., 2024]

Image from Table-GPT: Table Fine-tuned GPT for Diverse Table Tasks. Li et al. SIGMOD 2024

https://dl.acm.org/doi/pdf/10.1145/3654979


Multi-Modal Query Plan
(Execution outside LLM) 
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LLM-based 
Translation

Multi-Modal Data Analytics [CAESURA]

Scan

VisualQA

Join Count by 
Century

Plot 
Result

User Query

33

VisualQA

Plot 
Result

Is Madonna and 
Child depicted?

Plot number of painting 
depicting Madonna and Child 

for each Century

From CAESURA: Language Models as Multi-Modal Query Planners. Urban and Binnig. CIDR 2024

https://www.cidrdb.org/cidr2024/papers/p14-urban.pdf


LLMs for Data Engineering - What works?

🚀  Lots of research to support users with data engineering

🤖  LLMs for data engineering seem to be a promising avenue

🛠   Is everything solved already?



LLMs for Data Engineering:
What doesn’t work (yet)?



LLM Research Based On Web Tables



Real-world Data Looks Different

Bodensohn et al. (2024) LLMs for Data Engineering on Enterprise Data

Example: Enterprise data from SAP



Real-world Data Looks Different

https://mc2d.materialscloud.org

Example: Research data from MaterialsCloud



How does this affect LLMs?

Bodensohn et al. (2024) LLMs for Data Engineering on Enterprise Data

Real-world enterprise data vs. existing corpora

Drill-downs into data types, table size, and sparsity

Example task: Column Type Annotation (CTA)



Column Type Annotation (CTA)

= annotating table columns with semantic types

title author year

Bodensohn et al. (2024) LLMs for Data Engineering on Enterprise Data



Real-World Data Is Challenging

Bodensohn et al. (2024) LLMs for Data Engineering on Enterprise Data



What causes this performance drop?

Bodensohn et al. (2024) LLMs for Data Engineering on Enterprise Data

Numerical data vs. non-numerical data



What causes this performance drop?

Bodensohn et al. (2024) LLMs for Data Engineering on Enterprise Data

Table size Sparsity



Real-world Data Is Challenging

Large performance gap between benchmarks and real-world use cases!

Causes:
- Non-descriptive schemas
- Large and wide tables
- Non-expressive values
- Sparsity

Next: real-world tasks

Bodensohn et al. (2024) LLMs for Data Engineering on Enterprise Data



Real-world Tasks Are Also Challenging

Existing research looks at isolated problems:
Column type annotation, error detection, missing value imputation, …

Real-world problems are often compound tasks with multiple steps:
Case study: merge customer datasets from company A and company B

Bodensohn et al. (2025) Unveiling Challenges for LLMs in Enterprise Data Engineering



Standalone vs. Pipeline Execution

Bodensohn et al. (2025) Unveiling Challenges for LLMs in Enterprise Data Engineering



Standalone vs. Pipeline Execution

Bodensohn et al. (2025) Unveiling Challenges for LLMs in Enterprise Data Engineering



Pipeline vs. End-to-end Execution

Bodensohn et al. (2025) Unveiling Challenges for LLMs in Enterprise Data Engineering

Pipeline Execution

End-to-end Execution



Pipeline vs. End-to-end Execution

Bodensohn et al. (2025) Unveiling Challenges for LLMs in Enterprise Data Engineering



End-to-end Execution - Scaling

Bodensohn et al. (2025) Unveiling Challenges for LLMs in Enterprise Data Engineering



Domain Knowledge

LLMs encode knowledge from their pre-training corpora in their parameters 
→ “parametric knowledge”

It is heavily skewed towards common knowledge that is publicly available.

Example: Text-to-SQL vs. Text-to-SIGNAL

Illustration adapted from Yu et al. (2018).

Text-to-SQL

SQL is very popular.
→ lots of public documentation, Q&A, …

Text-to-SIGNAL

SIGNAL is a proprietary language.
→ little public documentation, Q&A, …

process mining language

❗



Text-to-SIGNAL vs. Text-to-SQL

Bodensohn et al. (2025) Unveiling Challenges for LLMs in Enterprise Data Engineering



What doesn’t work (yet)?

Data engineering with LLMs is harder than public benchmarks make it look!

Challenges:
- Real-world data: table sizes, descriptiveness, sparsity, data types, …
- Real-world tasks: compound tasks, task-specific views, …
- Background knowledge: proprietary/little-known tools, …

… and of course the high costs



LLMs for Data Engineering:
What’s to come?



💪 There is lots of research on using LLMs for data engineering.
- Support users at many tasks, e.g. by writing Python code

❗ There is still a large gap between research and real-world use cases.
- Low reliability on large data
- Fail at solving complex tasks
- Lack domain-specific background knowledge
- High costs

What’s to come?

Recap



Larger Context Windows

Context Window Max. Output Tokens Amount of Text

OpenAI GPT-2 1,024 1,024 2.8 KB

OpenAI GPT-3.5-Turbo 16,385 4,096 34.9 KB

OpenAI GPT-4-Turbo 128,000 4,096 272.3 KB

OpenAI GPT-4o 128,000 16,384 272.3 KB

OpenAI o1 200,000 100,000 425.5 KB

Anthropic Claude 3.7 Sonnet 200,000 64,000 425.5 KB

OpenAI GPT-4.1 1,047,576 32,768 2.2 MB

Meta Llama 4 Scout 10,000,000 ? 21.3 MB

Models can process large tables?



Larger Context Windows

https://x.com/GregKamradt/status/1727018183608193393

Can it use the full context?

https://x.com/GregKamradt/status/1727018183608193393


Larger Context Windows

https://www.anthropic.com/news/claude-2-1-prompting

https://www.anthropic.com/news/claude-2-1-prompting


Reasoning - Inference Time Scaling

Wei et al. (2024) Chain-of-thought prompting elicits reasoning in large language models

Illustration adapted from Wei et al. (2024).

Chain-of-Thought:

Inference Time Scaling:
Longer reasoning chain = better answers?

Reasoning 
Chain

Larger models → generate more output tokens

How do you get the model to reason?



Reasoning for Data Engineering



Agents
“a system that can use an LLM to reason through a problem, create a plan to solve the 
problem, and execute the plan with the help of a set of tools”

Illustration adapted from NVIDIA.

Illustration adapted from NVIDIA.

https://developer.nvidia.com/blog/introduction-to-llm-agents

https://developer.nvidia.com/blog/introduction-to-llm-agents


Agents for Data Engineering
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