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Abstract—The classification of hematopoietic cells is the most
essential step in automating the analysis of human bone marrow
samples. However, the complex structure of cell classes as well
as class imbalance make this a challenging task, even for
neural networks. Based on projective latent interventions, we
propose automatic interventions that iteratively update a learned
embedding with suitable transformations that shift different cell
types apart and contract samples of the same type together. We
present different ways of applying these: either directly on a
higher-dimensional embedding or in a parametric version in two
dimensions. We analyze the hyper-parameters and evaluate the
proposed approach on a challenging dataset of hematopoietic
cells. The results show an improvement of up to 3 percentage
points for the classification F-score.

I. INTRODUCTION

Many hematopoietic diseases are diagnosed based on cell
count statistics in bone marrow samples. In particular, many
types of leukemia can be recognized by a shift from a typical to
an abnormal distribution of cell types. In clinical practice, this
distribution is determined by medical specialists, who count
the occurrences of individual cell types in microscopy images
of a bone marrow sample. This, however, restricts the number
of cells that can be realistically counted per patient.

An automated classification of cell types in bone marrow
microscopy images is a key step in supporting hematological
experts in diagnosis and research. Neural networks, which are
often employed in similar scenarios, are capable of processing
a much larger number of cell images in shorter time. If suffi-
ciently trained, such a classifier could consequently yield more
objective and reproducible estimates of the cell distribution as
a basis for a more reliable diagnosis.

The core challenges for such classification tasks lie in the
difficulty of hematopoietic data. First, there is a large number
of different cell types. Second, some cells have large inter-

class variabilities but are visually similar to other cell types.
Third, the normal distribution of cell types results in high class
imbalance. Furthermore, relationships between cell types exist,
as blood cells mature in the bone marrow in a continuous
process within different lineages.

For the classification of hematopoietic cells, both classical
pipelines based on feature extractors and simple classifiers, and
deep learning approaches have been investigated [1]. Of these,
deep learning approaches have clearly proven more successful.
Particularly, architectures such as DenseNet [2] have shown
superior results [3]. In further research, alternative classifiers
(e.g. VGG-net [4]) and the detection of hematopoietic cells
(e.g. using R-CNN Networks [5], [6], [7]) have been investi-
gated [8], [9], [10].

It has been shown that representation learning and dedicated
techniques for improving the embedding can help with the
problem of class imbalance, for example with the Class-
center Triplet Loss [11]. Hinterreiter et al. [12] published
the idea of manually interacting with learned embeddings
in order to achieve a more suitably arranged embedding
space for classification tasks. They propose to increase the
distance between samples of adjacent classes and decrease the
spread of embeddings of samples of a single class through
manual interventions. These manual interventions, denoted as
Projective Latent Interventions (PLIs), are performed on a two-
dimensional visualisation of the latent space: a human-in-the-
loop selects class clusters, which are shifted away from each
other and contracted to the cluster center. In order to enable
this human interaction, the embedding is transformed using a
parametric dimensionality reduction, which can also be used in
loss computation. This method shows improved classification
results when used in conjunction with a typical classification
loss. The disadvantages of PLIs lie in the required human



Fig. 1. Top: promyelocyte, myelocyte, metamyelocyte, band granulocyte,
segmented granulocyte, blast cell, proerythroblast. Bottom: basophilic, poly-
chromatic and orthochromatic erythroblast, basophilic and an eosinophilic
granulocyte, promonocyte, monocyte, and lymphocyte.

interaction as well as the reduction to only two dimensions.
To address these limitations, we propose Automatic Latent

Interventions (ALI). In this approach, we replace the human-
in-the-loop with a heuristic that automatically determines suit-
able clusters and performs interventions on them. This allows
for multiple interventions during the training process without
manual supervision and can work on arbitrary embedding
sizes. We propose several suitable types of interventions as
well as criteria and metrics for their application. Furthermore,
we propose a parametric version that performs interventions
in 2D. We show that these methods greatly improve results
compared to PLIs as well as triplet margin loss (TML).

II. IMAGE DATA

In this work, we utilize a dataset of hematopoietic cell
images from human bone marrow samples. Each sample is pre-
processed using the established and well-defined Pappenheim
staining procedure [13]. The digitization is performed using a
whole slide image scanner with a magnification of 63× and
automatic immersion oiling. From each whole slide image
representative regions are extracted in accordance with the
typical workflow in hematological diagnosis.

The positions of individual cells are determined by a U-
Net [14] combined with the Watershed algorithm [15] and are
then manually validated. For each cell, the cell type is assigned
by medical experts according to the classes in Figure 1.
Different cell types occur in very different numbers in the
human bone marrow and, therefore, in this dataset. Figure 2
shows the distribution of samples per cell type and highlights
the class imbalance. For the classification task, we have a total
of 4560 individual cell images patches of size 224× 224 px.

Based on the description of image acquisition and annota-
tion process in publications using other datasets, the dataset
in this work is more challenging. Compared to [1], the dataset
includes images with higher variation in staining and visual
appearance, making the classification task more difficult. The
samples in this work were specifically selected to achieve
a high but realistic variability with respect to staining and
digitization. This makes it more challenging compared to [10],
who instead selected images and regions that are specifically
suitable for classification. Furthermore, we include a larger
number of cell types compared to [9] for a more valuable
clinical diagnosis. This dataset aims at a challenging but
accurate representation of data from the clinical workflow.

Fig. 2. Distribution of cell types as a logarithmic bar plot.

Repeat for each selected type of transform (here: illustrated for ortho-shift transform)

Repeat for number of iterations with different clusters each (here: illustrated for blue cluster)

Fig. 3. Illustration of the intervention workflow performed after each training
epoch to determine a transformed embedding, which is employed to determine
the loss for the next training epoch. Here, the blue cluster is identified by the
choice criterion, with green and orange as the two nearest neighbors (left).
Based on the ortho-shift transform, a transformation of the sample embeddings
of the blue cluster is determined (middle). Applying this yields the transformed
embedding (right). In this example, only a single intervention iteration with
only a single transform (ortho-shift) are shown. Typically, multiple types of
interventions are applied over multiple iterations (each for different clusters).

III. METHODS

We propose to perform interventions on classes based on a
criterion Ω. We propose several types of interventions as well
as a parametric and a class-weighted version.

A. Automatic Latent Interventions (ALI)

Automatic Latent Interventions (ALI) aim at incrementally
improving learned embeddings by performing a series of
transformations on them. Each intervention is constructed to
increase the inter-class distances or to decrease the intra-class
distances of different clusters. Note that each cluster refers to
the embeddings of objects with the same class.

After each epoch, we automatically select suitable class
clusters, which may benefit from interventions. Based on
a fixed number of neighboring clusters, we then perform
interventions transforms – e.g., to shift the selected cluster
further away from those neighboring clusters. This process is
illustrated in Figure 3. The transformed embedding is then
used in an additional loss for the next training epoch.

Formally, we learn class-wise affine transformations
θc(xc) = Rcxc + Tc with a rotation Rc and a shift Tc to all
embeddings xc ∈ Xc for a class c. These transformations are
applied to the sample representations of the clusters, thereby
modifying their relative positions and spread.

Let B be a batch of representations and let x
′

i = θc(xi) for
all xi ∈ B of class c. Our proposed intervention loss is then
defined as



LALI = (1− α)Ltml(TB) +
α

|B|
∑
xi∈B

L1(xi, x
′
i) (1)

with Ltml the triplet margin loss, TB all mined triplets in the
batch that violate the margin, and L1 the distance between two
vectors. The factor α weighs the Triplet Margin Loss (TML)
and the ALI-loss. We choose the L1 distance to measure the
loss as it is less affected by the “curse of dimensionality”
compared to other distance norms such as MSE.

We construct θc as a concatenation of multiple interventions
for each cluster θc = θn−1c ◦ θn−2c ◦ ... ◦ θ0c . In each of the n
iterations, one class cluster c is chosen using a criterion Ω as
described in the following section. The nearest neighboring
clusters are then used to construct the transformations θic such
that they increase the distances of cluster c to its closest
neighboring clusters and reduce its spread.

The class-wise transformation parameters Rc and Tc are
updated after each applied intervention. The learned transfor-
mation for cluster c in iteration i is parameterized by Ri

c, T i
c .

The update is computed as Rc = Ri
cRc and Tc = Ri

cTc + T i
c .

B. Choice Criterion Ω

In order to decide which cluster to update next, we define
a criterion Ω. From a metric learning standpoint, it is most
beneficial to further separate a cluster c from the closest
neighboring cluster, i.e. arg mini{di,j | ∀i 6= j}, where di,j
is the L2-distance between the centers of clusters i and j.

Instead of a deterministic criterion, it may be advantageous
to employ a probabilistic criterion. To do so, we define
different logits terms lcriterion

i :
• lmean-std

i = std(Xi)/minj di,j
• lmean-all

i = d−1all,i
with dall,i the average distance of cluster i to all other
clusters and std(Xi) the standard deviation of all embeddings
belonging to the cluster i.

These terms are multiplied per class and normalized, yield-
ing a probability distribution P over the classes. We sample
from P in each iteration to select the next cluster Ω ∼ P .

C. Types of Interventions

We use contractions, shifts and rotations as possible inter-
ventions. Contraction and shift transforms have been proposed
for PLI, with parameters determined by the human-in-the-loop
during training. Based on a visual analysis of overlapping
clusters in the two-dimensional embedding space, we further
propose the rotation transform and an orthogonal shift trans-
form. All of these are applied successively in each iteration i:
θic = θshift

c ◦ θrotate
c ◦ θcontract

c .
We define the contraction function as θcontract

c (x) = x +
λc(c̄−x). Each data point x is pulled towards its cluster mean
c̄ using a scale factor λc, thereby effectively reducing the intra-
class distances for this cluster.

The rotation function is defined as θrotate
c (x) = Rc(λr)x,

where Rc(λr) represents the rotation matrix depending on a
parameter λr for class c. We use it to rotate cluster c away

from its neighboring clusters. λr quantifies the angle to rotate
one cluster c1 away from another c2 (0 maps c1 onto c1
whilst 1 maps c1 onto −c2):

Rc(λr) =
∏

k∈NN(c)

Rck(λr) ∀c ∈M (2)

In order to obtain Rij , we compute the normal vectors that
span the plane defined by vi & v′j with v′j = vj −ni · vj ×ni
and nx = vx

‖vx‖ . The rotation matrix can then be computed as

Rij(λr) = I +(n′jn
T
i − nin′Tj )sin(α(λr)) (3)

+(nin
T
i + n′jn

′T
j )(cos(α(λr))− 1) . (4)

The angle α(λr) is based on λr as described above.
The shift function is defined as θshift

c (x) = x+λsvc, where
vc represents the shift vector for class c that is used to shift it
away from neighboring clusters using a scale factor λs. The
direction of vc is determined by a linear combination of two
different shift vectors vshift and vortho.
vshift moves a cluster c away from neighboring clusters.

To do so, we require the vectors from the cluster center c̄ to
the center of the neighboring clusters. These are weighted by
their inverse distances and summed up, yielding vshift.
vortho is based on vectors towards the cluster center c̄,

which are orthogonal to the lines that connect neighboring
cluster centers as illustrated in Figure 3. These are weighted
by their inverse distances and summed up, yielding vortho.

The linear combination vboth = γvshift + (1− γ)vortho is
used as the direction of the shift vector vc based on the weight
γ ∈ [0, 1], which is an additional hyper-parameter. The mag-
nitude is set to the scaled standard deviation λsstd(Xc) of the
embeddings Xc of cluster c such that vc = λsstd(Xc)

vboth
||vboth||

.
In order to keep the embedding norm approximately constant
over the iterations, we normalize the shift vectors for all
clusters after each iteration such that the norm of the original
and transformed embedding remain equal.

D. Parametric Automatic Latent Interventions (PALI)

We also perform interventions in a lower dimensional para-
metric space, similar to [12]. This approach represents a less
restrictive form of guidance as the network is not forced to
use certain embedding positions but only needs to recreate
the intervened neighborhood relations. The loss function uses
parametric t-SNE (PTSNE) and is given by:

LPALI = (1− α)Ltml(TB) +
α

|B|
∑
xi∈B

L1(PTSNE(xi), x
′
i) .

(5)

E. Class Imbalance

To mitigate the problem of class imbalance in the dataset,
we weigh the original and intervened embeddings with class-
wise factors before computing the L1 distance. The weight
factor for class c with Nc samples in a dataset with N samples
distributed across |M | classes is computed as inverse class-
frequency wc = N

|M |∗Nc
.



Fig. 4. Results of the hyper-parameter analysis for ALI (top) and PALI
(bottom). Each plot shows one combination of intervention types. All of
them contain the contraction transform even if not specified. For the sake
of presentation, only the plots corresponding to the subsequently evaluated
intervention types are shown even though all possible combinations have
been tested. Each plot shows the macro F1-score from classification on the
intervened embedding. The x-axis represents how often each intervention
transform has been applied. The color denotes the choice criterion (deter-
ministic or probabilistic), the line style whether only the inverse distance to
the neighboring clusters or additionally the distance to all clusters is used.
“Strength” refers to the λ parameters – high strength implies high λ-values.

F. Experimental Setup

We use a DenseNet-121 [2] architecture, which is pre-
trained on the ImageNet dataset [16]. This network archi-
tecture has been shown as the most successful for a wide
range of hyper-parameters in other works [3]. Augmentations
include dropout (p = 0.05), random crops (11 px offset) and
full random rotation.

The embedding is obtained through a final fully-connected
layer with n = 256 neurons subsequent to the DenseNet. Also
in the case of PALI, an embedding of this length is computed,
even though its dimensionality is reduced through paramatric
t-SNE for the computation of interventions.

Classification is performed with an SVM [17] using an
RBF kernel [17] with the embedding vector as input. The
corresponding hyper-parameters are optimized in grid search
for every five epochs.

We employ 6-fold cross-validation with one fold each for
testing and validation. The split is defined in such a way that
each fold has similar distributions of cell types. Nevertheless,
it is ensured that cell image patches from the same region of
the whole slide image are not spread across multiple folds.
Training is stopped early if the F-score on the validation set
does not improve for 50 epochs.

1) Baselines: Due to the nature of other datasets (see Sec-
tion II), a direct comparison to results from the corresponding
works is not possible. To make the proposed methods compa-
rable to baseline experiments, we perform the two referenced
methods on the same dataset. First, we use TML [18], which
is the standard technique in representation learning. Second,
we compare to PLI with manually chosen interventions.

2) Hyper-parameter Experiment: In order to evaluate con-
figurations and hyper-parameters of ALI, we perform a dry-
run analysis on typical embeddings obtained from training
with TML [18]. We iteratively apply interventions to this
embedding, train a classifier on the training sets and evaluate
it on the validation set. This is performed for ALI as well as
PALI in 6-fold cross-validation. As this requires no network
training, a large number of parameters can be evaluated.

In a first dry-run, we evaluate the following parameters:
λcontr = 2x, x ∈ [−4,−1], λrot = 0.01 · 2x, x ∈ [1, 5],
λshift = 2x, x ∈ [−2, 3], γ ∈ [0, 0.25, 0.5, 0.75, 1] and all
proposed criteria Ω taking 15 neighbors into account. We then
choose the scale parameters (λ, γ) for each combination of
interventions separately, and determine Ω jointly. In a second
dry-run, we evaluate the number of neighbors (between 1 and
15) for these parameters.

3) Intervention Experiment: For the final experiments, the
following interventions are evaluated (each additionally in-
cluding contraction): contraction only, shift, rotation, shift &
rotation, shift & ortho-shift, and all types of interventions. The
evaluation covers Automatic Latent Interventions in n dimen-
sions (nD, ALI) with n = 256 as well as the combination of
TML and ALI in 2D with α = 0.9 as well as n dimensions
with α = 0.8. These values for α were identified as suitable
parameters in a preliminary hyper-parameter optimization step.
In the 2D case, Parametric ALI (PALI) are used. Furthermore,
we evaluate all methods with and without applying class-
weights (CW) to the loss. Interventions are recomputed and
applied at the beginning of every epoch.

IV. RESULTS

A. Hyper-parameters

The dry-run experiments are used to determine the most
suitable hyper-parameter combinations. The success of each
run is based on the maximum classification score and the
number of iterations needed to reach this score. This is shown
in Figure 4, which shows one curve per combination of hyper-
parameters for each intervention type combination.

In all cases involving the contraction intervention, a final
score of 1.0 can be reached in usually less than 15 itera-
tions. Without contraction, the final scores are typically lower.
Consequently, further experiments focus only on combinations
of intervention types that include contraction (even if not
explicitly mentioned).

In the clear majority of cases, a deterministic criterion is the
most beneficial: the argmax of the product of mean-std and
mean-all is the best choice for Ω in the n-dimensional case
and only mean-std for two dimensions. These criteria are used
for the remainder of the experiments.

For each combination of intervention types, the other hyper-
parameters, such as scale parameters (λ, γ), are set to the most
successful combination (cf. Table I).

B. Interventions

Figure 5 shows the resulting macro F-scores for the base-
lines (TML only and PLIs [12]) as well as the proposed



TABLE I
RESULTING PARAMETERS FOR THE EVALUATED COMBINATIONS OF

CONTRACT (C), SHIFT (S), ORTHO-SHIFT (OS), AND ROTATION (R). n IS
THE NUMBER OF NEIGHBORS, i THE NUMBER OF REQUIRED

INTERACTIONS. PARAMETERS ARE GIVEN AS (2D, ND). λC = 0.5.

λr λs γ n i
c -, - -, - -, - 15, 15 48, 33
c, s -, - 1, 4 -, - 11, 2 48, 25
c, r .16, .32 -, - -, - 11, 11 47, 15
c, s, os -, - 2, 4 .75, .5 14, 2 46, 25
c, s, r .02, .32 1, .25 -, - 15, 15 45, 15
all .02, .32 1, 1 .25, .75 15, 15 43, 15

Fig. 5. Classification results in terms of macro F1 score. The baselines
are Triplet Margin Loss (TML, black) and Projective Latent Interventions
(PLI, grey). For each type of intervention (differing in the selected types of
transforms), a group of six bars shows the resulting scores. The color denotes
the loss method: PALI (blue) or ALI (red) as described and ALI without the
TML loss (α = 0, orange). For each of these, the shade denotes whether
class weights are applied (darker) or not (lighter) for each loss.

methods. In most cases, ALI+TML achieves better scores than
PALI or ALI without TML. Compared to both baselines (PLIs
and TML only), shift interventions in particular improve the
classification score, whereas rotation as well as contraction
only are not beneficial. Generally, the best results are achieved
with contraction and shift (either normal shift or normal+ortho
shift) together with TML and class weights. This results in a
macro F-score improvement from 0.689 to 0.719.

Table 2 lists the results in tabular form, supplementing all
standard deviations over the cross validation folds.

V. DISCUSSION

The proposed experimental setup can be used to automati-
cally evaluate a large number of hyper-parameters without net-
work training. Consequently, this can be performed with low
computational cost for each new use-case. Additionally, the
results of the hyper-parameter search show many combinations
leading to good results in the dry-run. This indicates a stability
towards hyper-parameters, which needs to be evaluated when
utilized in the training process in future work.

The optimization of hyper-parameters and particularly Fig-
ure 4 also yield interesting insights into the design of the
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Fig. 6. Visualisation of the embedding space (top: first two dimensions,
bottom: supervised t-SNE) before (left) and after interventions (middle)
as well as after another epoch based on the interventions (right). This
visualisation is after the third (left, middle) and fourth (right) epoch of training
with ALI using contraction and shifts. In this case, the parameters are larger
than usual for illustrative purposes. Each color denotes a different cell type.

method. It should first be noted that high parameter strength
(i.e., high values for the λ-parameters) usually yield better re-
sults in the dry-run experiment. For the contraction-transform
in particular, this is no suprise, as it results indirectly in loss
terms that “pull” embeddings closer to the cluster center. For
other transforms, this is not necessarily the case.

The plots of the hyper-parameter optimization show a
tendency to form almost discrete groups of curves. This often
indicates a stronger dependency on the intervention strength
compared to the choice criterion: often, similar strength values
result in similar curves independent of the choice criterion.
This is particularly the case for individual transforms.

Nevertheless, tendencies regarding the suitability of choice
criteria can be made: the deterministic criterion typically
outperforms the probabilistic ones. This indicates that im-
proving the lower performing classes is more important than
generally optimizing the embedding space. This fact also
gives an indication of the success of the proposed methods:
the transforms optimize the embedding class-wise without
being direclty influenced by the number of samples, which
reduces the impact of class imbalance. These findings can
also be exploited in future research, focusing on techniques to
intervene even more strongly with underperforming classes –
for example, based on the confusion between classes.

In general, PALI transforms have a slower convergence but
also a larger spread of results. Whereas with ALI, almost every
combination of hyper-parameters led to good results (albeit
slower) in the dry-run experiments, PALI is more sensitive to
them and yields lower results for less optimal parameters.

Figure 6 visualizes how interventions can impact the embed-
ding space. It shows that the intervened embedding (middle)
has a much clearer separation of clusters due to the shift and
contraction transforms. Employing this embedding in the ALI
loss function for another epoch, improves the embedding space
even further. Particularly the shift of certain clusters is visible



TABLE II
TABULAR CLASSIFICATION RESULTS IN TERMS OF MACRO F1 SCORE AND STANDARD DEVIATION OVER ALL FOLDS IN PERCENT.

THE BASELINE SCORED 68.9± 2.87 (TML) AND 68.9± 2.15 (PLI).

intervention TML+PALI TML+PALI (CW) TML+ALI TML+ALI (CW) ALI ALI (CW)
contract only 66.3± 3.46 68.1± 2.44 65.6± 3.29 66.4± 2.00 56.8± 3.91 61.0± 1.42
shift 68.8± 1.81 69.5± 1.27 69.2± 1.67 71.9± 2.21 70.2± 1.71 67.6± 3.63
rot 63.8± 1.24 67.9± 3.85 67.5± 1.20 68.7± 2.51 63.9± 2.78 62.0± 2.18
shift+rot 70.0± 1.87 70.0± 2.26 70.6± 1.23 68.1± 0.97 62.8± 2.11 61.2± 1.94
shift+oshift 67.0± 1.79 70.8± 1.49 69.4± 0.89 71.9± 1.95 71.5± 1.80 69.4± 1.30
all 69.9± 2.22 70.8± 2.35 69.6± 2.51 70.0± 3.23 63.8± 4.10 60.0± 2.98

Fig. 7. Average training time per epoch on a Core i5 CPU for the interventions
and a 6 GB GTX 1060 GPU for network training.

(e.g., with the yellow clusters 13 and 14, or the purple clusters
7 and 8, which no longer overlap after the intervention). Also,
the contraction is noticeable to a smaller extent (e.g., with
cluster 5). One advantage of ALI is that interventions are
performed multiple times throughout the training process. This
allows certain transforms to have more or less impact on the
embedding space depending on its current state in the training.

The hyper-parameter experiment gives no direct insight into
which transforms perform best. Nevertheless, the results indi-
cate that the contraction transform is necessary. Consequently,
we analyse a wide range of interventions that include this
transform in the next evaluation.

The final training results clearly show that automatic in-
terventions improve classification scores in our representa-
tion learning scenario. For the classification of hematopoietic
cells, an F-score improvement of 3 percentage points can
be achieved. Whereas rotation-based interventions show low
performance in most cases, particularly for pure ALI loss
without TML, combinations of contractions and shifts yield
excellent results. In the case of contraction with normal (non-
orthogonal) shifts, applying a class weight to the loss improves
results even more. Even for parametric interventions in lower
dimensions, improvements can be observed.

Table II shows the precise F-score results as well as the
standard deviation across the cross-validation folds. It can
be noticed that the contract only intervention experiments
experience high F-score variations, likely because contracted
clusters optimize targets only in terms of intra-class dis-
tance. By proposing contracted representations, the network
is discouraged from finding new cluster positions with better
inter-class distances. This makes the cluster positions highly
dependent on the model initialization. The combination with
the TML can remedy this to some extent, as noticable in the
comparision of standard deviations for ALI with TML+ALI.
The usage of all intervention types together leads to similar
large spreads as the representations are altered so severely

that the learning process becomes unstable. The overall lowest
F-score deviations are achieved for the shift and shift+oshift
interventions, which also achieve excellent F-scores.

Interventions are only performed in network training, not in
the prediction phase. Thus, all computational overheads only
prolong the training time but have no influence on the runtime
for the actual application of the network. Figure 7 shows more
details regarding the computation time of individual steps. It
shows that, compared to the training time, the computation
for interventions is very fast – even when employing all
intervention types. Shifting takes longest, as it is composed
of two individual transforms (normal and orthogonal shifts).

The proposed methods do not incorporate domain knowl-
edge, thus their implementation is straightforward for other
use-cases as well. A focus for further research is the success
on other datasets as well as the choice of hyper-parameters in
those cases.

VI. CONCLUSION

This paper presents the novel idea of automatic interventions
to further improve the learned embedding in representation
learning tasks. This includes multiple types of intervention
(contraction, shift, ortho-shift, rotation) and different ways of
application (parametric, combination with triplet loss, class-
weights). We evaluate this on a challenging medical dataset
of hematopoietic cells. The results show that automatic latent
interventions can improve the classification score on learned
embeddings beyond what is possible with the triplet loss.
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